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Figure 1. Variation of Bandwidth-Dela y Prod-
uct at 20-Second Intervals

3.1 TheGridFTP Software Framework
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Figure 2. GridFTP Layout

3.2 DataTransfer in GridFTP
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Figure 3. Extended Bloc k Header
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Figure 4. SBUF Message encapsulated in a
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Figure 5. Data Transfer Dynamics During a
Third-Party Transfer.
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4.3 Setting Recever's Flow-Control Window
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Figure 6. Experimental Setup for Two-Party
Data Transfer

5.2 Experimental Method

5.3 Results

5.1 Experimental Setup

5.3.1 Two-Party Transfers
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Figure 7. Performance of GridFTP with OS-
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GridFTP in Single and Parallel Modes (Over-provisioned Buffer Sizes)
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Figure 8. Performance of GridFTP with Stat-
ically Tuned Buff er Size (8MB)
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Figure 9. Performance of GridFTP with DRS
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Comparison of Buffer Usage Efficiency : GridFTP with DRS vs Over-Provisioned GridFTP
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Figure 10. Buffer Usage Efcienc y: Band-

width Achieved per MB of Buffer
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5.3.2 Third-P arty Transfers
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Figure 11. Experimental Setup for Third-
Party Data Transfer
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Figure 12. GridFTP Performance in Third-
Party Transfer with Over-Provisioned Buffer
size

Third Party GridFTP with DRS in Single and Parallel Modes

100 —r— T T T
1 Stream —+—
2 Streams ---x---
4 Streams ---%---
80 |- 2
60 |- S e =
e
*
: X
a0 ol 4
L 1 1 1

0
01632 64 128 256 512
File Transfer Size (MB)

Figure 13. GridFTP Performance in Third-
Party Transfer with DRS
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Figure 14. Buff er Usage Ef cienc y in Third-
Party Transfer: Bandwidth Achieved per MB
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